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1
SYSTEMS AND METHODS FOR TESTING
WAAS PERFORMANCE FOR VIRTUAL
DESKTOP APPLICATIONS

TECHNICAL FIELD

The present disclosure relates generally to wide area
application services WAAS)network performance testing
and, more particularly, to a scalable solution for evaluating
WAAS performance for virtual desktop applications.

BACKGROUND

The immense growth of the Internet has spawned demand
for an ever-increasing array of applications and services,
many of which are distributed across systems that reside on
different networks. In fact, many companies are increasingly
relying on cloud computing resources to host and serve
applications and services in order to leverage the flexibility,
scalability, and ease of deployment offered by cloud-based
technologies. While distributed- and cloud-computing envi-
ronments offer unparalleled reliability and versatility, the
level of service that these environments provide are highly
dependent on network traffic conditions.

The dramatic growth of high speed network infrastructure
has led companies to reconsider how it manages user
software and hardware resources. In order to more efficiently
manage end-user hardware and software costs, companies
are hosting application resources via “virtual” sessions on a
remote, cloud-based server. During these virtual sessions, a
user logs in to a remote application server, which creates an
instance of a “virtual” computer corresponding to the user.
During the virtual session, the user is able to interact with the
application as if it was a local application on the user’s
computer. When the virtual session ends, the “virtual”
computer on the remote server is closed (and may be stored),
and any processing resources and any software license
limitations associated with the virtual session can be real-
located to other virtual sessions associated with other users.

Providing a distributed environment that is capable of
remotely hosting applications and services on an ad-hoc
basis has several advantages. First, because most, if not all,
of the processing requirements of the application are satis-
fied by the host server, the user device can be relatively
inexpensive, reducing costs associated with end-user hard-
ware. In addition, because the applications are hosted at a
relatively limned number of application servers, critical
updates o the software can be more easily deployed than
would be required if each individual user required a local
application license. Furthermore, by providing a centralized
infrastructure for remote access and storage of applications
and services, users can access the critical applications
needed to be productive from virtually any location (e.g.,
home, office, hotel, vacation, etc.) and using almost any
device (e.g., company-issued laptop, personal tablet device,
home computer, etc.).

Some applications have been developed for providing
virtual desktop infrastructure and services, such as those
described above. These applications are generally config-
ured to support a relatively large number of users at any
given time, and are adapted to manage the processing and
communication resources necessary to ensure seamless per-
formance for any number of users on the network. Impor-
tantly, however, the ability of these virtualization applica-
tions to effectively manage remote user access is highly
dependent upon the performance and capacity of the under-
lying network infrastructure on which they are deployed. In

10

15

20

25

30

35

40

45

50

55

60

65

2

order to predict how such virtualization applications will
perform as a function of the number of users and existing
network infrastructure, performance tests are typically
required before such desktop virtualization solutions can be
deployed.

Conventional testing techniques involve creating a net-
work of end-users and servers that matches the size and scale
of the desktop virtualization program that is to be deployed.
This requires significant investment in hardware and soft-
ware that are dedicated to the limited purpose of testing the
network. Another approach involves using specialty simu-
lation software that aims to emulate the expected network
traffic and measure the resulting network performance.
However, software simulation tools alone ted to inad-
equately emulate network behavior and can be unreliable at
simulating real network traffic behavior.

The presently disclosed systems and methods for testing
WAAS performance for virtual desktop applications are
directed to overcoming one or more of the problems set forth
above and/or other problems in the art,

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 provides a diagram of an exemplary cloud-based
network environment in which systems and methods asso-
ciated with certain disclosed embodiments may be imple-
mented;

FIG. 2 provides a diagram of an exemplary simulation
architecture in which certain systems and methods in accor-
dance with the disclosed embodiments may be implemented;

FIG. 3 provides a schematic illustration of a simulation
environment, in which methods consistent with certain
disclosed embodiments may be implemented;

FIG. 4 provides a flowchart depicting an exemplary
method for simulating performance of a wide area applica-
tion service (WAS) optimization system, in accordance with
certain disclosed embodiments; and

FIG. 5 illustrates a flowchart depicting an e exemplary
method for simulating performance of a wide area applica-
tion service (WAAS) optimization system, consistent with
certain disclosed embodiments.

DETAILED DESCRIPTION

In accordance with one aspect, the present disclosure is
directed to a method for simulating performance of a wide
area application service (WAAS). The method may com-
prise receiving network traffic statistics and properties asso-
ciated with operation of a first network comprising a first
number of virtual client machines and corresponding virtual
server machines. The method may also comprise establish-
ing a second virtual network comprising a second number of
virtual client machines and corresponding virtual server
machines, the second number being greater than the first
number. The method may further comprise simulating per-
formance of the second virtual network based on the net-
work traffic properties associated with operation of the first
virtual network.

According to another aspect, the present disclosure is
directed to a computer-implemented method for optimizing
performance of a wide area application service (WAAS).
The method may comprise establishing a first number of
virtual client machines and corresponding virtual server
machines. The method may also comprise collecting net-
work performance statistics and a first set of traffic proper-
ties associated with data communication between the first
number of virtual client machines and corresponding virtual
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server machines. The method may further comprise config-
uring a traffic simulator for a second number of virtual client
machines and corresponding virtual server machines based
on the first set of traffic properties associated with data
communication between the first number of virtual client
machines and corresponding virtual server machines. The
configuration of the traffic simulator may involve generat-
ing, based on the first set of traffic properties associated with
data communication between the first number of virtual
client machines, a second set of traffic properties for the
second number of virtual client machines and corresponding
virtual server machines. The method may also include
simulating data communication between the second number
of virtual client machines and corresponding virtual server
machines using the second set of traffic properties. The
method may further comprise comparing network perfor-
mance statistics associated with the simulated data commu-
nication between the second number of virtual client
machines and corresponding virtual server machines with
collected network performance statistics associated with
data communication between the first number of virtual
client machines and corresponding virtual server machines.
The traffic simulator configuration may be updated based on
the comparison.

In accordance with yet another aspect, the present disclo-
sure is directed to a system for simulating performance of a
wide area application service (WAAS). The system may
comprise a database for receiving and storing network traffic
statistics and properties associated with operation of a first
network comprising a first number of virtual client machines
and corresponding virtual server machines. The system may
also comprise a processor communicatively coupled to the
database. The processor may be configured to establish a
second virtual network comprising a second number of
virtual client machines and corresponding virtual server
machines, the second number being greater than the first
number. The processor may also be configured to simulate
performance of the second virtual network based on the
network traffic properties associated with operation f'the first
virtual network.

FIG. 1 illustrates an exemplary cloud-based network
environment 100 in which systems and methods associated
with certain disclosed embodiments may be implemented.
As illustrated in FIG. 1, cloud-based network environment
may be any network that allows a plurality of end-user
devices 101A-101D to remotely access application services,
desktop configuration, file management resources, bulk data
storage, and other computing resources hosted by one or
more network servers 145, 150. According to certain
embodiments, end-user devices may also be granted access
to one or more back-end services connected to network
servers 150, such as a subset of restricted-access resources
(e.g., special-purpose business software applications, like
supply chain management software, product planning soft-
ware, etc.), general purpose internal resources (e.g., Micro-
soft Word, Outlook, databases, etc.) and external resources
(e.g., YouTube, Facebook, Twitter, etc.) Access to/from
back-end services connected to network servers 150 may be
monitored and limited through a virtual machine (VM) that
includes firewall capabilities. As will be discussed below,
network environment 100 may include various intermediate
network communication components and systems for facili-
tating connection between end-user devices 101A-101D and
network servers 145, 150.

Servers 145, 150 may each include a plurality of network
data center equipment associated with, for example, work-
place portal. Servers 145, 150 may each be configured to
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host a plurality of remote, virtual services for use by users
at one or more end user devices 101A-101D. For example,
server 145 may embody a computing device configured to
provide application virtualization services for the workplace
portal. According to one embodiment, server 145 may
embody a network computing device or server configured
with the Cirtix XenApp virtual application delivery solution
that, upon receipt request for an application instance pro-
vided by one or more end user devices 101A-101D, creates
a virtual machine instance associated with the end-user
device. This virtual application instance provides a user
associated with end-user devices 101A-101D with secure,
remote access to the application using the resources avail-
able at server 145.

According to another embodiment, server 150 may
include or embody a computing device (or devices) config-
ured to provide desktop virtualization services for the work-
place portal including one more end-user devices 101A-
101D. According to one embodiment, server 150 may
embody a network computing device or server configured
with the Citrix XenDesktop virtual desktop delivery solu-
tion. Accordingly, upon receiving a request for a desktop ins
¢ from one or more end user devices 1101 A-101D, the Citrix
XenDesktop virtual desktop delivery solution creates a
virtual machine instance that implements a desktop envi-
ronment accessible by a thin client window at the corre-
sponding end user client devices 101A-101D.

In addition to serve 145, 150, the workplace portal may
include one or more other network devices and resources,
For example, one or more application control engine (ACE)
modules 140 may be provided between end user devices
101A-101D and one or more of servers 145, 150. ACE
module 140 may be configured as a toad balancing device
for distributing network traffic across one or more distrib-
uted devices associated with servers 145, 150. This may be
particularly advantageous in a distributed network environ-
ments that can scale based on network demand, such as
cloud-based network environment 100 illustrated in FIG. 1.

In addition to load balancers, workplace portal may also
include one or more shared storage resources and/or data-
bases. For example, workplace portal may include an elec-
tronic document. control system (EDCS) 142 that is acces-
sible by, or integrated within, one or more servers 145, 150.
Such storage resources allow for the storage of state infor-
mation associated with the desktop or application virtual-
ization services. As such, when a remote user is discon-
nected from a virtual session running on one or more of
servers 145, 150, the state information associated with the
desktop and/or application resource that was being used by
the user when the session was closed. EDCS 142 may also
comprise network storage for one or more end user devices
101A-101D.

As illustrated in FIG. 1, end user devices 101A-101D may
include or embody a network server or computer associated
with a partner site 101A, a local office 101B, a branch office
101C, or one or more remote workers 101D. Although
certain end-user devices 101A-101D are denoted by a par-
ticular device (local office 101B and remote worker 101D by
a notebook computer, branch office by a smart phone or
tablet device 101C, etc.) these designation are exemplary
only and not intended to be limiting. Indeed, it is entirely
likely that each site includes a plurality of end-users devices,
of a variety of different types. For example, branch office
101C may include a number of different users, each of which
uses one or more notebook and/or desktop computers, a
smart phone, and a tablet device.
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End-user devices 101A-101D may each be couple to
network servers 145, 150 using one of a plurality of different
network devices and media, According to one embodiment,
partner site 101A may be communicatively coupled to
network server 150 via a tunneled connection 105. This is
particularly useful for establishing a connection between
servers and partner sites that do not share a common network
protocol. In such situations, a dedicated, tunneled connec-
tion 105 that provides a secure channel between one or more
dedicated ports on server 150 and one or more dedicated
ports on a server at a partner site over a public network, such
as the Internet, Access by partner site 101A. to resources on
server 150 is generally limited to those things that are
provided at the port to ensure that third party partners are not
given access to proprietary information stored at network
server 150.

According to another embodiment, end user device 101B
associated with a local office may be directly coupled (e.g.,
via Ethernet or fiber) to network servers 145, 150 via a local
area network (LAN) connection. Alternatively or addition-
ally, some end user devices, such as end user devices 101D
associated with a remote worker allow a user to remotely
connect to network servers 145, 150 through a secure
firewall connection via the Internet 125, In such situations,
the user enters network credentials to establish a secure,
dedicated connected with servers 145, 150. Because these
connections are discreet private channels and are relatively
few in number, their network performance can be individu-
ally monitored and optimized.

According to yet another embodiment, one or more end
users 101C associated with a branch office may be coupled
to servers 145, 150 via a wide area network 115, such as a
large private enterprise network or the Internet. In situations
in which large numbers of remote client devices require
access to bandwidth intensive resources (such as desktop
and application virtualization services), the network traffic
may be optimized using one or more wide area application
service (WAAS) modules 114, 116. WAAS modules 114,
116 provide a number of policy-based network optimization
services to manage the flow of traffic between end user
devices 101C and servers 145, 150. Specifically, WAAS
modules 114, 116 monitor the data packets as they travel
across the network to maintain network performance for
certain types of data, such as desktop and application
virtualization solutions. The presently disclosed systems and
methods for simulating network performance deals primar-
ily with optimizing the behavior between WAAS module
114 associated with the client side of wide area network 115
and WAAS module 116 associated with die server side of
wide area network 115.

FIG. 2 illustrates a simulation architecture 200 in which
certain systems and methods in accordance with the dis-
closed embodiments may be implemented. As illustrated in
FIG. 2, simulation architecture provides a platform for
analyzing and enhancing performance of WAN optimization
solutions, particularly those related to desktop and applica-
tion virtualization services. Because desktop and application
virtualization services are typically used by many users at a
time, and because such virtualization schemes typically
involve the primary software used by large numbers of
employees, optimum performance of WAN optimization
solutions are critical to the proper performance of these
virtualization services.

Because network traffic associated with some services
(such as desktop and application virtualization) are particu-
larly sensitive to network latency and delays, network
administrators my optimize the network traffic to ensure that
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such applications do not experience undue performance
delays or interruptions. Optimization schemes may be pro-
vided by hardware and/or software optimization services,
which may be built in to routers or may be provided by
dedicated hardware or software services residing on the
WAN. For example, Cisco Systems of San Jose, Calif. has
designed a wide area application services (WAAS) module
that is dedicated to managing network optimization solu-
tions provided over a wide area network (WAN). Simulation
architecture 200 may include a plurality of components that
cooperate to accurately emulate network traffic conditions so
that network optimization parameters and policies may be
appropriately “tuned” to maintain optimal network perfor-
mance. FIG. 2 illustrates exemplary components for simu-
lating network and, in particular, WAAS module perfor-
mance in desktop and application virtualization
environments, such as those that implement Citrix Xen-
Desktop and XenApp services.

Simulation architecture 200 may include branch (or cli-
ent) and data center (or server) login VSI virtual emulators
210, 212 and branch and data center traffic simulators 220,
222 coupled to a corresponding branch and data center
routers 202, 204. Branch and data center routers 202, 204
may each be communicatively coupled to one another via
WAN (or WAN emulator) 201. Branch and data center wide
area application engines (WAEs) 230, 232 may be coupled
to respective branch and data center routers 202, 204 and
may be configured to perform network optimization and
application acceleration solutions. Network simulation per-
formance statistics may be monitored at branch and. data
center WAE 230, 232.

Branch and data center cloud Login VSI emulators 210,
212 may be any software product suitable for simulating
respective user and data center behavior associated with
Windows-based virtualized desktops. During simulation,
branch and data center cloud login VSI emulators 210, 212
may be configured to simulate the branch and data center
virtualized desktop behavior associated with a desired scale
of the simulation. To configure the simulation, workload
packets may be collected during a single LoginVSI session
with medium (average) workload. The packets, as well as
the timestamp are stored in the embedding database of the
simulator. During the simulation phase, the packets may be
specially customized with random compression blocks and
re-encrypted; and sent to each peer connection in the same
pace defined in the packets database.

Branch and data center traffic simulators 220, 222 may be
configured to generate simulated network traffic associated
with desktop and application virtualization services. Accord-
ing to one embodiment, branch and data center traffic
simulators 220, 222 may be ICA traffic simulators config-
ured to generate the proprietary ICA protocol user by Citrix
XenDesktop virtualization software. The Cisco WAAS ICA
Traffic Generator is a high performance windows applica-
tion that simulates the Citrix receiver (or “client”) and Citrix
XenDesktop agent (or “server”).

Branch and data center routers 202, 204 may be coupled
to respective branch and data center cloud login VSI 210,
212 and branch and data center traffic simulators 220, 222,
and may be configured to route data traffic between corre-
sponding pairs of client and server virtual machines. Branch
and data center WAE modules 230, 232 may be coupled to
a respective branch and data center router 202, 204 and may
be configured to handle any optimization and application
acceleration tasks that may be required by the network
traffic.
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Processes and methods consistent with the disclosed
embodiments, provide a cost effective solution for perform-
ing hybrid testing of WAAS optimization solutions, Specifi-
cally, the presently disclosed embodiments use actual net-
work traffic parameters associated with live small-scale
performance tests that have been applied to software models
that simulate the behavior of different modules on the
network. Such a hybrid system leverages the authenticity
provided by actual performance testing data with the flex-
ibility, speed, and cost-effectiveness associated with simu-
lated performance testing to predict network performance in
order to effective optimize WAAS parameters for client-
server virtualization schemes.

FIG. 3 illustrates an exemplary combined schematic dia-
gram and process flow associated with the presently dis-
closed environment 300 for simulating performance of
WAAS optimization schemes associated with the Citrix
XenDesktop service. Simulation environment 300 may
include, among other things, a small-scale conventional
testing environment (SCTE) 310 and a simulation test
system 340. Network statistics 320a and traffic properties
3206 indicative of performance of the small-scale test envi-
ronment 310 may be collected and stored in a network traffic
database 325. Traffic properties and test results 327 stored in
network traffic database 325 may be used to configure (or
calibrate) simulation test system 340 for simulating desktop
and application virtualization services with large numbers of
users. The updated traffic properties and test results 350 may
be collected and stored in traffic database 325 in order to
optimize the traffic property parameters for future simula-
tions and establish WAAS optimization parameters when
setting up a new virtualization service for a branch office.

Small-scale test environment 310 may embody a branch
office environment that includes a relatively small number of
client virtual machine instances (numbered 1 through “n”)
set up on one or more hypervisor servers 312 coupled to
corresponding server virtual machine instances (numbered 1
through “n”) set up on or more hypervisor servers 318
located at a data center. According to one embodiment, the
client-server virtual machine pairs may be configured to run
Login VSI windows-based desktop virtualization over Citrix
XenDesktop virtualization service. To optimize the data flow
between the branch office and data center in order to
maintain performance over the network, corresponding cli-
ent and server WAAS optimization services 114, 116 may be
communicatively coupled via WAN 115.

During operation, small-scale test environment 310 may
be monitored to evaluate network performance under actual
desktop and application virtualization conditions. Network
statistics 320q and traffic properties 3206 may be collected
and stored in a traffic database 325. These network statistics
320q and traffic properties 3205 may be input into simula-
tion test system 340 and may be scaled to generate a model
of network traffic characteristics in software simulations for
larger networks.

Simulation test system 340 may embody any processor-
based computing system suitable for creating software mod-
els that simulate the behavior of branch and data center
network operations, as well as other components and ser-
vices associated with desktop and application virtualization
solutions. As illustrated in FIG. 3, simulation test system 340
may include one or more hardware and/or software compo-
nents configured to execute software programs, such as
software for simulating virtual machines and corresponding
desktop and application virtualization components associ-
ated with a computer network.

10

15

20

25

30

35

40

45

50

55

60

65

8

According to one embodiment, simulation test system 340
may include one or more hardware components such as, for
example, a central processing unit (CPU) or microprocessor
341, a random access memory (RAM) module 342, a
read-only memory (ROM) module 343, a memory or data
storage module 344, a database 345, one or more input/
output WO) devices 346, and an interface 347. Alternatively
and/or additionally, simulation test system 340 may include
one or more software media components such as, for
example, a computer-readable medium including computer-
executable instructions for performing methods consistent
with certain disclosed embodiments. It is contemplated that
one or more of the hardware components listed above may
be implemented using software. For example, storage 344
may include a software partition associated with one or more
other hardware components of simulation test system 340.
Simulation test system 340 may include additional, fewer,
and/or different components than those listed above. It is
understood that the components listed above are exemplary
only and not intended to be limiting.

CPU 341 may include one or more processors, each
configured to execute instructions and process data to per-
form one or more functions associated with simulation test
system 340. As illustrated in FIG. 3, CPU 341 may be
communicatively coupled to RAM 342, ROM 343, storage
344, database 345, I/O devices 346, and interface 347. CPU
341 may be configured to execute sequences of computer
program instructions to perform various processes, which
will be described in detail below. The computer program
instructions may be loaded into RAM 342 for execution by
CPU 341.

RAM 342 and ROM 343 may each include one or more
devices for storing information associated with an operation
of simulation test system 340 and/or CPU 341. For example,
ROM 343 may include a memory device configured to
access and store information associated with simulation test
system 340, including information for identifying and reg-
istering MAC addresses associated with network compatible
devices 130. RAM 342 may include a memory device for
storing data associated with one or more operations of CPU
341, For example, ROM 343 may load instructions into
RAM 342 for execution by CPU 341.

Storage 344 may include any type of mass storage device
configured to store information that CPU 341 may need to
perform processes consistent with the disclosed embodi-
ments. For example, storage 344 may include one or more
magnetic and/or optical disk devices, such as hard drives,
CD-ROMs, DVD-ROMs, or any other type of mass media
device. Alternatively or additionally, storage 344 may
include flash memory mass media storage or other semicon-
ductor-based storage medium.

Database 345 may include one or more software and/or
hardware components that cooperate to store, organize, sort,
filter, and/or arrange data used by simulation test system 340
and/or CPU 341. CPU 341 may access the information
stored in database 345 to in order to identify the port
locations associated with packets addressed to incoming
MAC addresses, It is contemplated that database 355 may
store additional and/or different information than that listed
above.

1/0 devices 346 may include one or more components
configured to communicate information with a component
(such as traffic database 325) or user associated with simu-
lation environment 300. For example, 1/0 devices 346 may
include a console with an integrated keyboard and mouse to
allow a user to input parameters associated with simulation
test system 340. /O devices 346 may also include a display
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including a graphical user interface (GUI) for providing a
network management console for network administrators to
configure simulation test system 340. /O devices 346 may
also include peripheral devices such as, for example, a
printer for printing information associated with simulation
test system 340, a user-accessible disk drive (e.g., a USB
port, a floppy, CD-ROM, or DVD-ROM drive, etc.) to allow
a user to input data stored on a portable media device, a
microphone, a speaker system, or any other suitable type of
interface device. I/O devices may be configured to output
simulation results, including updated traffic properties and
test results 350 to traffic database 325.

Interface 347 may include one or more components
configured to transmit and receive data via a communication
network, such as the Internet, a local area network, a
workstation peer-to-peer network, a direct link network, a
wireless network, or any other suitable communication
platform. For example, interface 347 may include one or
more modulators, demodulators, multiplexers, demuitiplex-
ers, network communication devices, wireless devices,
antennas, modems, and any other type of device configured
to enable data communication via a communication net-
work. According to one embodiment, interface 347 may be
coupled to or include wireless communication devices, such
as a module or modules configured to transmit information
wirelessly using Wi-Fi or Bluetooth wireless protocols.

Processes and method consistent with the disclosed
embodiments include hybrid simulation solutions that utilize
authentic network traffic performance data from small-scale
network tests to simulate performance of larger networks.
This may be particularly advantageous prior to the construc-
tion of desktop and application virtualization infrastructure
for new branch offices. Because high quality, uninterrupted,
low-latency network performance is imperative to desktop
and application virtualization services, it is important that
network parameters and optimization solutions be accu-
rately calibrated prior to launching the virtualization service.
FIGS. 4 and 5 provide flowcharts 400 and 500, respectively,
which outline alternate processes for simulating network and
WAAS optimization performance for large client-server
networks.

As illustrated in flowchart 400 of FIG. 4, the process may
commence by running a WAAS test with a small-scale
simulation test bed (Step 410). According to one embodi-
ment, a relatively small “n” number of instances of client-
server virtual machine pairs may be set up over respective
client and server hypervisor servers 312, 318, similar to the
configuration illustrated in small-scale conventional test
environment 310 shown in FIG. 3. In order to limit costs, the
number of instance may be relatively small (less than 20
virtual machines). The client-server virtual machine pairs
may be coupled to one another via corresponding client and
server WAAS optimization services (or modules) 114 com-
municatively coupled to one another via wide area network
WAN 115. Client and server virtual machine pairs may be
configured to handle normal Login VSI and XenDesktop
traffic that would be typically of normal desktop and appli-
cation virtualization services running by users at a branch
office.

During operation of the WAAS test, network statistics and
traffic properties associated with the test bed may be col-
lected and stored in a traffic database (Step 420). According
to the embodiment illustrated in FIG. 3, small-scale con-
ventional test environment 310 may be coupled to a traffic
database 325 using ports traffic observation ports on one or
more pieces of equipment associated with the test bed 310.
For example, database 325 may be coupled to a port on each
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10
of WAAS optimization module 114, 116 and configured to
collected network statistics and properties at each WAAS
module. The statistics and properties may be stored in traffic
database 325 and eventually used to model network traffic
for large-scale simulations and provide baseline perfor-
mance data for comparison with large-scale simulations.

Once a sufficient sample of network statistics and traffic
properties have been collected from small-scale conven-
tional test environment, a network simulation instance com-
prising any number of client-server virtual machine
instances may be initiated (Step 430). According to one
embodiment, a user or network administrator may configure
simulation test system 340 to perform a network simulation
of a branch office having, for example, 1000 client-server
desktop and application virtualization connections. The user
may point the simulator to traffic database 325 for network
traffic properties and network configuration setting as an
initial starting point for the network simulations.

As part of the simulation initiation phase, network traffic
properties and network configuration information from the
small-scale conventional test may be retrieved (Step 440).
For example, simulation test system 340 may be configured
to search traffic database 325 for network configuration
parameters and traffic properties associated with the small-
scale conventional test performed by SCTE 310. Simulation
test system 340 may import the configuration parameters
into the software simulation model(s) used for simulating
the different virtual network components to be used in the
simulated network.

In order to accurately account for differences in the scale
of'the test network that was the subject of the small-scale test
and the network that is to be simulated by simulation test
system 340, the small-scale network traffic must be trans-
lated into production traffic for the desired number of virtual
machines specified by the simulator (Step 450). For example
simulation test system 340 ma be configured to transform
meta packets collected from SCTE 310 into production
traffic by scaling the network traffic workload to account for
the difference in the number of connections between the
number of connections tested in the SCTE and the number
of desired connections that are to be simulated by simulation
test system 340. As part of the scaling process, simulation
test system 340 may use a randomization scheme to ran-
domize the scaled data to more accurately simulate the
behavior of the network.

During simulation, traffic property data and test results
may be analyzed and recorded (Step 460). According to one
embodiment, simulation test system 340 may be configured
to upload traffic property data and analysis results 350 to
traffic database 325. This data may be compared with
performance data from the small-scale conventional test
environment to analyze the performance of the simulated
network. If necessary, the traffic simulator model (including
network configuration and optimization parameters) may be
adjusted to reflect any changes that may be required to
improve desktop and application virtualization performance
of the simulated network. Once the test results from the
simulations yield acceptable network performance results,
the simulated network configuration parameters may be used
to set up/manage the branch office network and WAAS
optimization parameters.

FIG. 5 provides a flowchart 500 illustrating an alternative
approach for simulating and optimizing WAAS perfor-
mance, consistent with certain disclosed embodiments. As
illustrated in FIG. 5, the process may commence upon
receive of network traffic statistics and properties based on
small-scale conventional test environment (SCTE) (Step
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510). As explained in connection with FIG. 4, this data may
be based on actual network data collected from operations of
arelatively small number of instances of client-server virtual
machine pairs may be set up over respective client and
server hypervisor servers 312, 318, similar to the configu-
ration illustrated in small-scale conventional test environ-
ment 310 shown in FIG. 3. Client and server virtual machine
pairs of the SCTE may have been indicative of normal Login
VSI and XenDesktop traffic that would be typically of
normal desktop and application virtualization services run-
ning by users at a branch office.

The network traffic statistics and properties associated
with the small-scale conventional testing of the XenDesktop
network may be imported into an embedding database (such
as database 345) of simulation test system 340 (Step 530).
Once imported the traffic simulator may retrieve the simu-
lation parameters (such as the number of connections to be
supported by the desired simulation network) and network
statistics and traffic properties collected by the small-scale
conventional test (Step 530).

Once the network traffic statistics and properties have
been imported into the hybrid simulator, the simulator may
generate production packets for the simulation based on the
network statistics and properties, as well as the simulation
parameters specific by the user (Step 540). Specifically, in
order to accurately account for differences in the scale of the
test network that was the subject of the small-scale test and
the network that is to be simulated by simulation test system
340, the small-scale network traffic must be translated into
production traffic for the desired number of virtual machines
specified by the simulator. According to one embodiment,
simulation test system 340 may be configured to transform
meta packets collected from SCTE 310 into production
traffic by scaling the network traffic workload to account for
the difference in the number of connections between the
number of connections tested in the SCTE and the number
of desired connections that are to be simulated by simulation
test system 340. As part of the scaling process, simulation
test system 340 may use a randomization scheme to ran-
domize the scaled data to more accurately simulate the
behavior of the network.

The network performance may then be simulated by
simulation test system (Step 550) and the simulated results
may be compared with benchmark performance statistics
(Step 560), such as performance results from the small-scale
conventional test. If the simulated results are consistent with
the desired performance of the network, the process may end
and the network optimization parameters may be ready for
production in a real branch office environment. If, on the
other hand, the simulated network performance is unaccept-
able, the traffic simulator model (including network con-
figuration and optimization parameters) may be adjusted to
reflect any changes that may be required to improve desktop
and application virtualization performance of the simulated
network. Steps 540-580 may be iteratively repeated until the
simulations yield acceptable network performance results.

It will be apparent to those skilled in the art that various
modifications and variations can be made to the disclosed
systems and associated methods for evaluating WAAS per-
formance for virtual desktop applications. Other embodi-
ments of the present disclosure will be apparent to those
skilled the art from consideration of the specification and
practice of the present disclosure. It is intended that the
specification and examples be considered as exemplary only,
with a true scope of the present disclosure being indicated by
the following claims and their equivalents.
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What is claimed is:

1. A method for evaluating performance of a wide area
application service (WAAS), the method comprising:

receiving network traffic statistics and properties associ-

ated with a first set of traffic flow within a first network
comprising a first number of virtual client machines
and corresponding virtual server machines connected
therebetween through a wide area application service;

establishing a second set of traffic flow associated with a

second network, wherein the second set of traffic flow
has a traffic volume associated with a second number of
virtual client machines and corresponding virtual
server machines connected therebetween through the
wide area application service, wherein the second num-
ber is greater than the first number;

translating the first set of traffic flow into the second set

of traffic flow by scaling, based on differences of the
first and second number of virtual client machines and
corresponding virtual server machines;
adjusting the second set of traffic flow associated with the
second network so that the network traffic statistics and
properties associated with the second set of traffic flow
matches the network traffic statistics and properties
associated with the first set of traffic flow; and

testing performance of the wide area application service
with the adjusted second set of traffic flow.

2. The method of claim 1, wherein the first number of
virtual client machines of the first network comprises a
virtual desktop network.

3. The method of claim 1, wherein each of the first set of
traffic flow and the second set of traffic flow includes a login
virtual session indexer (VSI) traffic pattern.

4. The method of claim 1, further comprising configuring
one or more policies associated with the wide area applica-
tion service based on the second set of traffic flow.

5. The method of claim 1, wherein establishing the second
set of traffic flow associated with the second network
includes retrieving one or more meta packets associated with
the first set of traffic flow and using the one or more meta
packets to generate the second set of traffic flow, wherein the
second set of traffic flow includes production traffic having
a volume sized based on a desired test size of the second
network.

6. A computer-implemented method for setting up a test
environment, wherein the test environment is used for
optimizing performance of a wide area application service
(WAARS), the method comprising:

establishing a first number of virtual client machines and

corresponding virtual server machines to transmit data
communication through a wide area application ser-
vice;

collecting a first set of network performance statistics and

traffic properties associated with the data communica-
tion through the wide area application service between
the first number of virtual client machines and corre-
sponding virtual server machines;

establishing a second number of virtual client machines

and corresponding virtual server machines to transmit
second data communication through the wide area
application service, the second number of virtual client
machines and corresponding virtual server machines,
collectively, forming a test environment for the wide
area application service;

generating, based on the collected first set of performance

statistics and traffic properties, production packets to
account for differences in scale of the first and second
number of virtual client machines and corresponding
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virtual server machines for transmission between the
second number of virtual client machines and corre-
sponding virtual server machines through the wide area
application service;

storing, at a database accessible to a second number of

virtual client machines, the generated production pack-
ets;

cause the transmission of the generated production pack-

ets between the second number of virtual client
machines and corresponding virtual server machines
through the wide area application service;

collecting a second set of network performance statistics

and traffic properties associated with transmission of
the generated production packets between the second
number of virtual client machines and corresponding
virtual server machines through the wide area applica-
tion service;

comparing the second set of network performance statis-

tics and traffic properties with the first set of network
performance statistics and traffic properties; and

in response to the comparison, generating subsequent

production packets for transmission between the sec-
ond number of virtual client machines and correspond-
ing virtual server machines through the same wide area
application service until the second set of network
performance statistics and traffic properties matches the
first set of network performance statistics and traffic
properties.

7. The method of claim 6, wherein the transmission of the
generated production packets between the second number of
virtual client machines and corresponding virtual server
machines through the wide area application service includes
a login virtual session indexer (VSI) traffic pattern.

8. The method of claim 6, wherein volume of the data
communication associated with the second set of network
performance statistics and traffic properties is larger than
volume of the data communication associated with the first
set of network performance statistics and traffic properties.

9. The method of claim 6, further comprising establishing
WAAS optimization parameters using the generated produc-
tion packets.

10. The method of claim 9, wherein establishing the
WAAS optimization parameters includes establishing
parameters selected from the group consisting of transport
flow optimization, buffering, compression, and application-
specific acceleration.

11. The method of claim 6, wherein generating the sub-
sequent production packets for transmission between the
second number of virtual client machines and corresponding
virtual server machines through the same wide area appli-
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cation service includes using meta packets associated with
the data communication between the first number of virtual
client machines and corresponding virtual server machines.
12. A system for setting up a test environment for testing
a wide area application service (WAAS), the system com-
prising:
a database for receiving and storing network traffic sta-
tistics and properties associated with a first set of traffic
flow within a first network comprising a first number of
virtual client machines and corresponding virtual
server machines connected therebetween through a
wide area application service; and
a processor, communicatively coupled to the database and
configured to:
establish a second set of traffic flow associated with a
second virtual network, wherein the second set of
traffic flow has a traffic volume associated with a
second number of virtual client machines and cor-
responding virtual server machines connected ther-
ebetween through the wide area application service,
wherein the second number is greater than the first
number;

translate the first set of traffic flow into the second set
of traffic flow by scaling, based on differences of the
first and second number of virtual client machines
and corresponding virtual server machines; and

adjust the second set of traffic flow associated with the
second virtual network so that the network traffic
statistics and properties associated with the second
set of traffic flow matches the network traffic statis-
tics and properties associated with the first set of
traffic flow.

13. The system of claim 12, wherein the first network
comprises a virtual desktop network.

14. The system of claim 13, wherein each of the first set
of traffic flow and the second set of traffic flow includes a
login virtual session indexer (VSI) traffic pattern.

15. The system of claim 12, wherein the processor is
further configured to configure one or more policies asso-
ciated with the wide area application service based on the
second set of traffic flow.

16. The system of claim 12, wherein establishing the
second set of traffic flow associated with the second virtual
network includes retrieving one or more meta packets asso-
ciated with the first set of traffic flow using the one or more
meta packets to generate the second set of traffic flow,
wherein the second set of traffic flow includes production
traffic having a volume sized based on a desired test size of
the second virtual network.
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